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Introduction

ÅThis was my bachelor thesis but recently we have been 
reproducing the results and submitted a paper on it to 
DS2010. The paper, data, samples etc are on my web 
site @ http://www.developer-x.com/papers/asot/DS2010_svm_voice_segment_r10.pdf 

ÅWe were interested in predicting intervals of speech in 
electronic dance music radio shows

Å²Ŝ ŜƴŘŜŘ ǳǇ ǿƻǊƪƛƴƎ ƻƴ ƻƴŜ ǎƘƻǿ ά! {ǘŀǘŜ ƻŦ ¢ǊŀƴŎŜέ 
with current world #1 DJ Armin van BuurenJ

Å²Ŝ ǿŜǊŜ ǎǇŜŎƛŦƛŎŀƭƭȅ ƛƴǘŜǊŜǎǘŜŘ ƛƴ !ǊƳƛƴΩǎ ǾƻƛŎŜΣ ƴƻ 
ƻǘƘŜǊ ǇŜƻǇƭŜΩǎ ǾƻƛŎŜǎΣ ǎƛƴƎƛƴƎ ŜǘŎΦ



Why?

ÅLǘΩǎ ǾŜǊȅ ǳǎŜŦǳƭ ǘƻ ƘŀǾŜ ǘŜƳǇƻǊŀƭ ƳŜǘŀŘŀǘŀ ŦƻǊ 
audio streams i.e. When are the adverts? 
When is the traffic information?

ÅAudio is slower to index/label than video. On 
videos you can scrub through and ascertain 
the structure quickly.

ÅMost ad-ƘƻŎ ŀǳŘƛƻ ǎǘǊŜŀƳǎ ŘƻƴΩǘ ƘŀǾŜ 
associated temporal metadata. 



Methodology

ÅThese radio shows are 2 hours long

ÅWe took an approach typical of machine learning 
i.e. discretisingthe show into feature vectors 
(representing 1 second each) and training a 
learning machine model on historical examples

ÅFor simplicity we worked with 5 minute segments 
(299 seconds from each) from 9 different shows. 

ÅWe labelled them and used one for training data, 
the remaining 8 were concatenated together and 
used for testing.



Data (post-feature extraction)

ÅTraining Set
ï299 examples
Å28 speech

Å271 non-speech

ÅTest Set
ï2392 examples
Å291 speech

Å2101 non-speech

Å1 second : 1 example



Audio Analysis (1)

ÅAudio is in the time domain...

Å̧ ƻǳ ŎŀƴΩǘ Řƻ ƳǳŎƘ ǳǎŜŦǳƭ ŀƴŀƭȅǎƛǎ ƛƴ ǘƘŜ ǘƛƳŜ 
ŘƻƳŀƛƴ ǳƴƭŜǎǎ ƛǘΩǎ Ƨǳǎǘ ŀ ǎƛƴŜ ǿŀǾŜΗ



Audio Analysis (2)

ÅThe problem is, in the time domain everything 
gets mixed together. Here are 2 simple sine 
waves mixed up:



Audio Analysis (3)

ÅNow lets look at some typical audio from one 
of these radio shows. 

ÅHere is about 230 samples of stereo audio. 
What a mess!



Audio Analysis (4)

ÅWhat if there was a way to transform the 
signal into the frequency domain, and discard 
all time information?

ÅEnter Fourier analysis



Fourier Analysis

ÅFourier Analysis represents any function as a 
set of multiple integer oscillations of 
trigonometric functions.



Temporal Feature Extraction Strategy

ÅWe could just window the audio at 44100 sample 
intervals and run a DFT on each.

ÅHowever this is too coarse; we want to capture 
ǘƘŜ ǘŜƳǇƻǊŀƭ άŦŀōǊƛŎέ ƻǊ άǘŜȄǘǳǊŜέ ƻŦ ǘƘŜ ŀǳŘƛƻΦ

ÅWhat we want to do is capture lots of small 
features (DFTs and others) (say 100 in a second) 
and then merge them together using means and 
variances back into one feature vector 
representing one second.

ÅEnter the STFT or Short Time Fourier Transform



Short Time Fourier Transform (STFT)

ÅBecause we want a high number of DFT 
windows per second, the number of samples 
for each might get low. Say 44100/100 == 441 
samples per window. With so few samples we 
actually want to use overlapping windows and 
apply a windowing function to reduce spectral 
άƭŜŀƪŀƎŜέΦ 



Short Time Fourier Transform (STFT) (2)

Hannwindow function

Rectangle window function

Main STFT function (DFT with windowing added)



Visualising the STFT ςthe Spectrogram!

Speech

Music



Spectrogram of a violin playing

ÅHuman Hearing

ÅCritical Bands...

ÅTimbre and Musical Instruments



Information Overload!

ÅDue to the Nyquisttheorem, we still have samplerate/2 
== 22050 attributes on our feature vectors. This is way 
too much.

Å¢ƘŜ ŦƛǊǎǘ ǘƘƛƴƎ ǿŜ Řƻ ƛǎ άdiscretiseέ ǘƘŜǎŜ {¢C¢ ǾŜŎǘƻǊǎ 
ƛƴǘƻ Ȅ άōƛƴǎέΦ ¢Ƙƛǎ ǿƛƭƭ ōŜ спΣ он ƻǊ у ƛƴ ƻǳǊ 
experiments. In each bin we simply take the mean 
average value.

ÅSo now we have the rich frequency information broken 
up into a manageable amount of bins.

ÅAnother thing we do on some models (discussed later) 
is down sample the audio i.e. to 22050Hz before 
processing it



Richer Feature Extraction

ÅThe binned STFT in itself would work as a 
feature (and we do use it), but we can extract 
even more from it!

ÅWe can write feature detectors that operate in 
the frequency domain.



Frequency Domain Features (1)



Frequency Domain Features (2)
ÅSpectral Centroid



Frequency Domain Features (3)

Bandwidth

Energy

Flatness/tonality

Entropy

Rolloff



Means and Variances
ÅWe take the means and variances to combine the features 
ōŀŎƪ ƛƴǘƻ άǘŜȄǘǳǊŀƭέ ŦŜŀǘǳǊŜ ǾŜŎǘƻǊǎ ǊŜǇǊŜǎŜƴǘƛƴƎ м ǎŜŎƻƴŘ ƻŦ 
ǳƴŘŜǊƭȅƛƴƎ ŀǳŘƛƻΦ IŜǊŜ ƛǎ ŀƴ ƛƳŀƎŜ Ǉƭƻǘ ƻŦ ƻǳǊ άModelAέ 
which produced 221 features.




